
5 of the Most Innovative Government Big Data Projects

Anyone who has ever asked Siri, Apple’s automated personal assistant, for 
directions or to make an appointment has used a government big data project. 
Siri, just like the computer, internet, cell phone, and microwave before it, has its 
origins in a Pentagon laboratory. After being spun off as a Silicon Valley start-up, 
Siri was eventually purchased by Apple in 2010. Siri’s claim to fame is its ability to 
access and analyze massive sums of data. And the more data Siri is exposed to, the 
smarter it becomes.1

Siri’s debut has coincided with the largest explosion of data in history. According to one industry 
estimate, 90 percent of all data in the world has been created in the past two years.2 Another 
estimate suggests that every year, the amount of data in the world grows by 40 percent.3 To deal 
with this massive growth, the federal government recently announced investments in big data 
projects totaling $200 million.4

The big data projects are diverse and numerous, spanning many departments and numbering well 
over 80 unique projects. They range from sharing measurements at the Large Hadron Collider 
with scientists around the world to improving machine reading and learning, Siri’s forte. Some 
projects, however, are set to truly push the envelope and make full use of recent advances in big 
data computation and collection. 

These are five of the most of innovative and impactful projects the government is investing in, 
and how they aim to drive further innovation.

  1. 1000 Genomes Project
The 1000 Genomes Project began in 2008 as an international effort to catalog all three billion 
DNA bases in the human genome. Seventy-five companies and organizations have collected over 
200 terabytes of data on more than 2,500 individuals.5  

This information is invaluable to thousands of researchers all over the world. However, as Lisa. 
D. Brooks, Program Director for the Genetic Variation Program at the Nation Institutes of Health 
(NIH), notes, “Previously, researchers wanting access to public data sets such as the 1000 
Genomes Project had to download them from government data centers to their own systems, 
or have the data physically shipped to them on discs. This process took a long time, and that’s 
assuming a lab had the bandwidth to download the data and sufficient storage and compute 
infrastructure to hold and analyze the data once they had it.”6 

In order to circumvent this problem, NIH contracted with Amazon to create the Amazon web 
service (AWS). This move makes the data, which is enough to fill about 30,000 DVDs, easily 
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and quickly accessible around the world.7 Simple access to this data is expected to spur new 
advances in the study of the human genome and potential new medical applications.

 
  2. Programming Computation on Encrypted Data (PROCEED)
The growth of cloud computing has been perhaps the most dominant tech trend over the past few 
years. Yet, wherever there is cloud computing, there are critics barking about its poor security 
and vulnerability to attack. The Defense Advanced Research Projects Agency (DARPA), though, 
is investing in ways to make massive amounts of information computed on the cloud secure, 
removing fears of hacking and interception of data at the point of decryption.

One of the most promising strategies is fully homomorphic encryption (FHE), which allows third 
parties to compute the data without decrypting it. If this term sounds familiar, it is perhaps 
because an IBM researcher, Craig Gentry, made headlines in 2009 by discovering a method for 
computers to process data without decrypting it. Gentry showed it was theoretically possible 
to compute fully encrypted data, where only the owner was able to decrypt the data with an 
encryption key.8

However, computation of encrypted data is incredibly slow, nearly 10 orders of magnitude slower 
than computing decrypted data.9 One of the most important consequences of PROCEED, if 
successful, will be the decreased computation time of encrypted data. This would allow agencies 
to process massive data sets on the cloud completely and securely, and remove the major barrier 
hindering full transition to cloud computing.

  3. Bio Sense 2.0
BioSense began in 2003 as an attempt to create an “integrated national public health surveillance 
system for early detection and rapid assessment of potential bioterrorism-related illness.”10  
Originally mandated in the Public Health Security and Bioterrorism Preparedness and Response 
Act of 2002, BioSense is now being expanded and updated by the Center for Disease Control, its 
parent organization, to cover all manner of public health tracking issues at the state, local, and 
national level.

BioSense 2.0 is a collaborative system between all levels of government hosted on the cloud that 
provides data simply and readily to end-users. It uses symptomatic data gathered from all over the 
country to track health issues as they evolve. The system is also designed to allow users full access 
even when using query software, such as R, a free statistical computing environment.11  It is receiving 
accolades from many public health scholars, such as John Halamka, CIO of Harvard Medical School.12 
In addition, all the data stored on the cloud is in complete compliance with the Federal Information 
Security Management Act (FISMA), removing many concerns of privacy activists.13 

  4. Genomic Information System for Integrated Science (GenISIS)   
 and the Million Veterans Program (MVP)
GenISIS and the Million Veterans Program are projects supported by the Department of Veterans’ 
Affairs to make greater use of veteran genomic information and ultimately improve patient 
care. Having full genomic information on veterans will give doctors far greater information 
when treating patients. The projects will also make vast amounts of genomic data available for 

02

Gentry showed it 
was theoretically 
possible to 
compute fully 
encrypted data, 
where only the 
owner was able to 
decrypt the data 
with an encryption 
key.

[BioSense] uses 
symptomatic data 
gathered from all 
over the country to 
track health issues 
as they evolve.

“

“

”

”



03

secondary research and analysis, potentially leading to new or improved treatments. “Thus, 
the short-term goal for GenISIS is to create and support a knowledge base that would facilitate 
independent research projects and collaborative repurposing of data. The vision for GenISIS for 
the longer term is focused on patient care, integrating clinical care and research activities for 
improved patient outcomes.”14 

In order to provide information for such a database, the Million Veterans Program recruits 
volunteer veterans to contribute blood samples. These samples are processed for genotyping and 
genetic sequencing, and eventually added to the veteran’s “phenotype” in their health records. 
Researchers will also have access to the genomic data, in addition to clinical data, research 
data, biological data, and medical records. These records are traditionally housed in separate 
compartments, but now researchers will have access to all records from one source.15

The effects of such a project will be to move medical research past targeted hypothesis testing, 
and into a larger collaborative research effort. Data will be easily available from experiments, 
meaning that researchers will often not have to reinvent the wheel, so to speak.16 Ultimately, 
these projects should help to drastically improve research efforts and the patient care veterans 
and active-duty soldiers receive.

  5. Virtual Laboratory Environment (VLE) 
The Food and Drug Administration (FDA) has a unique challenge in that, many times, its work 
sites are highly variable, or not in the comfort of a modern office. FDA officials work sites range 
from farmland to urban dockyards. Working in such locations poses many problems, one of which 
is the challenge of accessing laboratory data and capabilities. However, the Virtual Laboratory 
Environment seeks to give FDA employees new mobile capabilities, and allow them to “basically 
make any location a virtual laboratory with advanced capabilities in a matter of hours.”17 

Such a laboratory will combine a virtual data network, advanced analytical and statistical tools, 
document management support, and tele-presence capabilities. In addition, the virtual laboratory 
will crowd source analytics to “predict and promote public health.”18 This environment will help the 
FDA complete its mission more effectively and efficiently from wherever their work takes them.

In 1969, the Apollo 11 Guidance Computer took three American astronauts to the moon with 
less computing power than that found in a modern cellphone.  The government is now dealing 
with petabytes of data and discovering new ways to compute and make use of such data. Apollo 
11 pushed the envelope on scientific discovery, and today, government big data projects are 
continuing to spur new innovations and big steps for mankind.

—By Clement Christensen with Dana Grinshpan (editor)
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